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Key Trends and Challenges

Increasing End User.

* 32% of all data
* 80% of ba

Proliferation of Servers and Stora

= Enterprise data storage doubling eac !

= 30% utilization of NT4 direct-attached storage
= $1.00 storage = $3.00-5.00 management costs

for 24x7 Availability and Better Security
ks $100,000-$1m/hour, +50% past 10 years
ycost up to $2m per organization
on individual desktop hard drives

Sources: Gartner Group, Enterprise Storage Group, and others
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IT Spending — Opposing Forces

$ Billions
Expected Total IT
Spend Growth
During Bubble
et

\““‘

Less $ for %: Projects
Growing | Backiog

69%

Manage and Support Great Pressure
Existing Infrastructure to Reduce costs
|

0
1998 1999 2000 2001 2002

Source: McKinsey Source: Accenture

Storage Consolidation: Manage more A
with less

The challenge: manage (3,000 GB) of storage
10

—

$800K manpower
savings annually
(can be redeployed)

Staff
Required

2X increase in
capacity utilization

Data center space

Average Capacity Utilization

300 GB/ Maintenance costs

admin

TB per Administrator

Internal ~ Shared Internal  Shared
DAS Storage DAS Storage

www.decus.de



IT-Symposium 2004

How do you do More
with Less,
consolidate more
effectively, and

not sacrifice ease

of use, performance
uptime?

nnnnnn

OUTSIDE the box:

Modular Smart
Array

Simple, Affordable, Entry Level
Storage for Performance &
Consolidation

© 2004 Hewlett-Packard Development Company, L.P.
The information i in i
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HP Storage Arrays Positioning

XP Family

— u ' XP1024
npsasins XP128

N
=7 MSAL000 .
Cluster Enterprise

Storage .
Mid-Range
*pl d i hed
Entry Level T A

* flexible and scalable * maximize scalability
« fibre channel storage and availability

Availability

*Simple, affordable,
«fault tolerant

*high performance
sint./ext. storage

Scalability

Modular Smart Array 1000

Simple, Affordable Fibre Channel SAN

» Add servers as needed * Consolidated Storage
+ Add tape backup * Integrated Backup and Restore

+ Add additional storage enclosures * ACU (Array Configuration Utility)
» Add more disk drives « Selective Storage Presentation

TR IE eI I

* Redundant Controllers, Power Supplies & Fan * 2Gb Fibre Channel Infrastructure
* Option for redundant data paths * Up to 42 drive spindles for high 1/Os
+ Advanced Data Guarding » Up to 1GB Battery Backed Cache

* Microsoft, Novell, and Linux Clustering

DtS Technology Embedded / Use MSA30 for Expansion!

www.decus.de
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va
Modular Smart Array 500 e

Simple, Affordable Direct Attached or Shared Storage

« Attaches to embedded Smart Array 5i Controller * Familiar Direct Attached Setup
or 2 channel on SA-532 » ACU (Array Configuration Utility)
« Everything included: cables, documentation, ... * Takes advantage of OS clustering functionality

* Redundant controllers, power supplies & fan « Ultra160 Smart Array Controllers

+ Option for redundant data paths « Up to 512MB Battery Backed Cache
» Advanced Data Guarding * Multi-path 10 — load balancing

* Microsoft, Novell, and Linux Clustering

Conversion Path to Fibre Channel SAN — DtS Technology

LA

Modular Smart Array 30

Simple, Affordable Direct Attached Storage

» Competitively priced JBOD * Redundant power supplies and fans
« Everything included: cables, documentation, ... » Advanced Data Guarding

FEFEE ]
1y R R RN

* Familiar Direct Attached Setup * Deployed w/Ultra320 Smart Array Controllers
* ACU (Array Configuration Utility) * Up to 512MB Battery Backed Cache
* Universal Hard Drives

Deploy as expansion storage for the MSA1000

www.decus.de
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Modular Smart Array Family A

Common Usage Models

Direct Cluster or Shared Shared
Server recovery SCSI SAN storage
Connec server storage ==

T

']
|
L srennnapanrsan

Simple Simple 2-Node 4 Node Storage SAN with clusters
Cost Cluster sharing an/or consolidated
Effective storage

Consistent Management reduces (D
TCO

- Array Configuration Utility (ACU)

* Provides a graphical view and
wizards for array configuration

» Supports on-line configuration

- Selective Storage Presentation (SS
* Built-in to controller firmware and controlled via ACU
 Allows setting of access rights between LUN and hosts

- System Insight Manager (SIM)
» Powerful storage, server and server option management tool
» Monitor storage from a remote central location
 Full access from anywhere via Browser interface

www.decus.de
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The MSA family value proposition

Investment Protection
* DAS-to-SAN Migration

» Central Management ProLiant

server and storage

Reliability

G YT
()‘!J‘.‘.’-\'r

o
A
LT

» Data protected with RAID ADG (5DP)

* End-to-end redundancy

Scalability

* Modular, scales up to 6TB

» Simple storage consolidation

High Performance
« Smart Array Architecture

¢ Consistent TPC benchmark
leadership

Storage Area Networks A
advantages from storage consolidation

Storage Consolidation

significantly shorter backup
windows

-drives and tape on the same
storage network

-reduced LAN traffic

better disk capacity
utilization

~average utilization in a DAS
environment < 50%

*manage with less people
(efficiency boost of up to 10x)

flexible environment for
future growth

*add storage, switches, tape to
the SAN while applications run

*as much redundancy as desired

www.decus.de
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Modular Smart Array A

Seamless Data/Drive Migration

four easy stepsto a S,
Modular Smart Array 500

Smart Array plus ; ?r?(t) Vuepenxei’:t’i r?;‘(’;ﬁ;r:y' Remote & Distributed Environments
Enclosure 3. turnon servers and
Modular Smart array.
Array 30 . create LUN security and
GO!

T T
AL Conversion to
: E ““the SAN
Smart Array PCI RAID

e —

= Universal disks migrate from
DAS to cluster storage or SAN
HreEL erm
= Smart Array generational
Integrated Smart consistency to migrate data Aaaar
Array 5i
= ACU Ensures that 1

- Data is preserved A
- No restore required
- RAID level is maintained Modular Smart Array 1000
- Storage admin training re-used Departmental/Data Center

HP StorageWorks MSA Family
positioning

yraasaaisaaie |
praEaaEanians |

) l " e i prpaaaand g
__,.II!I_IIIIIIIII_I_] L

Storage consolidation up to 3 AN
External storage which 4 servers via SCSI (SSP) No Single-point of failure
teams up with SA controller Full redundancy with up with up to 2 array controllers
embedded in server to 2 array controllers Multiple server clustering
Server clustering Expandability with MSA30
Scalability to multiple TB by Scalability to 2TB /scalability to 6TB
cascading MSA30s Heterogeneous support Heterogeneous support on
Support on ProLiant x86, on ProLiant x86 platforms ProLiant x86, IA64 and
IA64 and Alpha platforms Host based virtualization® Alpha
Host based virtualization* and remote replication** Host based virtualization*
and remote replication**

Scalability / Connectivity "virtual replicator
storage mirroring

Availability

www.decus.de
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The MSA500 Purchase Process A
Packaged Bundles in 3 SKUs or less

Everything you need for
4-node shared storage
or Multipath 2-node
cluster

Everything you need for a
simple 2-node cluster

MSA500 Starter Kit: MSA500 High Availability Kit:

MSAS500 Enclosure 1 MSA500 Controller

1 MSA500 Controller 2 Host Adapters FuIIy

2 Host Adapters 4-port 10 Module Redundant
Redundant Power Supplies Smart Array Multipath Software
Redundant Fans 2-6 ft. SCSI Cables

2-6 ft. SCSI Cables

1 Ethernet Cable Add cache memory,

Configuration & Monitoring Software drives, and servers

Storage System

www.decus.de
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The MSA1000 Purchase Process A

Packaged Bundles in 3 SKUs or

Everything you need for a
simple SAN

= —

less

Everything you need for
4-node Entry Level SAN
or 2-node SAN Cluster

MSA1000 Starter Kit: MSA1000 High Availability Kit:

MSA1000 Enclosure 1 MSA1000 Controller

1 MSA1000 Controller 2 Host Adapters

2 Host Adapters 1 FC SAN Switch 8

1 FC SAN Switch 8 SecurePath Multipath Software
Redundant Power Supplies 2-5m FC Cables

Redundant Fans

2-5m FC Cables

1 Ethernet Cable

Configuration & Monitoring Software

Even: Packaged Clusters!

- Two ProLiant DL380 Gx
servers (cluster nodes)

- MSA 500 or MSA1000 (shared
storage)

— Sturdy, recyclable configuration
fixtures

- Easy to connect SCSI and
network cables or Fibre Cables

— Tool-less rails

- Easy to order, single part
number, single box

DL380 Servers 7 MSA 500 or
MSA 1000

E .............. ]

Fully Redundant
ST\

Add Servers, enclosures,

cache memory, drives,
and servers

-

[!III;!llllllll i
-allaa———_—2
DL380
packaged cluster

www.decus.de
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MSA1000
Options

Base Unit:

1 MSA1000 Controller

Redundant Power Supplies

Dual Power Cords

Installation & Configuration Software

1 copy of SANworks Virtual Replicator

Enterprise Backup HA/F100 &
Modular Smart Array 30 Solution HA/F200

T — -,

,_.nnunun:!ﬂ

Capacity LAN-Free Backup

Expansion 1] Eefer Cluster Kits

2/
Fibre Channel Redundant Fibre Channel Host
Switch MSA1000 Controller Bus Adapters

MSA500 Storage
Options

Base Unit:

1 MSA500 Controller

Documentation

Redundant Power Supplies
Redundant Fans

2-6 ft. SCSI Cables

1 Ethernet Cable

Installation and Configuration Software

OpenView

Smart Arra
y Storage Mirroring

Multipath Software

4-Port Shared MSA500 Controller
Storage Module

High Availability

FC I/O module
Redundant Fans
Documentation

Openview OpenView OpenView
Secure Path Virtual Replicator ~ Storage Mirroring

Redundant Snapshot Backup  Data Replication

Data Path Software & Restore

| =5
256MB Battery ~ Universal SCSI  Care Pack Offerings
Backed Cache Hard Drives 3 Year 95
3 year 24x7.

A

o

o

CEETE R E TR O

OpenView Care Pack Offerings
Virtual Replicator 3 Year 9x5
3 year 24x7

Host Adapter:

256MB Battery E A i Universal SCSI
BockedCache mbedded Smart Array 5i or

Smart Array 532 Controller Hard Drives

www.decus.de
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MSA30
OpenView Storage
Mirroring Kit

Making OS Migration easier

© 2004 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice

Why Migrate to Windows Server 2
20037

Consolidate Windows NT and Netware file servers to fewer Windows

Servers

Performance & Scalability: Over 2x Faster File Server — File Server
]

Impreved
Perfo r m an C e /thO% Windows Server

2003

Windows 2000

Scallaniiy

SUPICINGININE

SRR
Sicellzlole Net Bench™ Benchmark

LlAy At v
clfelNelre HP ProLiant DL760, 700 MHz Pentium 11l Xeon, 4 GB RAM,
J_J "“r "J ‘/j "“r = Windows 2000 clients with Windows 2000 Server,
Windows XP SP2 with Windows Server 2003

www.decus.de
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Open View Storage Mirroring

- Asynchronous data replication
- High availability server failover
. Offsite disaster recovery Remote sites

- Back up and restore (disk to
disk to tape)

- Data migration for seamless
deployment of new servers

* Windows based software :
» Works with existing network or remote connection : pge

How the MSA30 OpenView Storage Mirroring
Kit Works — OS Migration Example.

g = = I—.—'-xqa:l. . HP.
HP HP ProLiant ; Openview
OV Windows NT 4.0 ol —
File & Print Server = =
Storage HP ProLiant G3

Mirroring —— >l Windows Server 2003
S = =" File & Print Server
HP NetServer

Windows NT 4.0
File & Print Server

Storage
Mirroring

HP StorageWorks
Configure new HP ProLiant server \M"d“'ar_smiart Array 30

with  Windows Server 2003 and | |
application(s)

Mirror data with HP OpenView
Storage Mirroring

From older HP, Dell, or IBM systems
To new HP ProLiant with HP MSA Storage

Move users to new server — or —

RerRAal, thA mirrAr 11oAre

www.decus.de
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Modular Smart Array
Family Update

© 2004 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice

LA

Modular Smart Array 500 G2

Multipath 1/O - load balancing
Ultra320 Smart Array Controllers
Up to 512MB battery backed cache

Multipath 10 — HBA & cable redundancy
Redundant controllers

Redundant power supplies & fan
Advanced Data Guarding (RAID ADG)

4-node clustering support Pre-failure warranty

2X Performance Increase
5X Drive Rebuild Acceleration

Ultra320 SCSI - Everything included: SA-642 adapters,
256MB Cache Standard . cables, documentation

Expand up to 6TB storage

Familiar Smart Array setup Up 1o 16 host support

ACU (Array Configuration Utility)
Packaged Cluster Option

www.decus.de



IT-Symposium 2004

2

NEW Supported Configurations

4-Node Cluster Mixed Clustering &
Shared Storage

» Single path * Upto 4 hosts
e Microsoft Windows Server 2003, » Selective Storage Presentation
Enterprise Edition (SSP)
» Supports up to 32 LUNs

Accelerated Drive Rebuild

- NEW Rapid Drive Rebuild
Technology

181

164"
- 5X increased drive rebuild rate 1,1~
. 32 minutes to rebuild 36.4 GB 21~

- Faster rebuilds = higher
availability

- Flexible rebuild priority
configuration settings
- Low, Medium, & High
- Test Configuration:
- MSA500 G2: 15K rpm Ultra320 SCSI disk drives
- MSA500: 15K rpm Ultra160 SCSI disk drives B MSA500 G2 E MSA500
- 14 Disk Drives, Single Volume, RAID 5

Default rebuild priority (Medium) / No background 10
activity

Rebuild Rate MB/second

www.decus.de
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(
2X Performance Break Through e

- Performance increase across all workloads, RAID 5

N98Y '1‘92%

I |
- W o
=
I
I
I
i

180

Maximum Sequential Random Sequential Random
MB/ s Read Read Write Write

B MSA500 G2 B MSA500

. I0Ometer: RAID 5, MSA500 G2 (512MB Cache, 14 15K Ultra320 Disk = =
drives, SA-642 adapter) vs. MSA500 (256MB Cache, 14 15K Ultra160 disk drives, Performance & Productivity
SA-532 adapter) — "

MSA30 G2

- Support for New I/O module for MSA30 (Integrity only)

- Allows JBOD clustering support (multi-initiator module) for
Integrity Servers (IPF and PA-RISC), Linux and HP-UX)

- No ProLiant or Alphaserver support

- Universal drives & U320 support — competitive
requirement

- Support on HBA only
- LSI 1010 (U160)
- LSI 1030 (U320)

- Clustering NOT supported with Smart Array controllers

- Cost savings as result of leveraged sheet metal from
MSA30 (5K extra units a year = economies of scale)

www.decus.de
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GS3 What does "support on HBA only" mean.

We require Southern Cross to be support on both RAID and non-RAID HBAs as is DS2300. Note.

MI will not be supported via RAID card.
Graham Smith; 20.08.2003
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And what is the
next big
challenge for the
generation of

MSA Storage?

P

Explosive Growth of Reference Data |

1

Fomcamed G Tersbries

2001 2002 2003

BNon -Reference Information Capacity
OReference Infarmation Capacity e
BTctal Capacity

« By 2005 reference data will exceed non-reference data
« Characteristics: data typically doesn’t change with time o
« Source: Enterprise Storage Group

@ BN

21/04/2004 34

ool e |
Reference data is growing at 92% CAGR compared to 60% for non-reference g - . ﬂ
—o9a

www.decus.de 17
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And the emergence of:
Life-cycle of storage

Online — 3 months active data, mirroring,
instant recovery

Near-Online — 3 to 6 months active, faster
recovery, infrequently accessed data

Nearline — 1 year active, file recovery, off-
site recovery

Offline — 5 year active, offsite storage,
disaster recovery

The new Storage Application

Segmentation

Remote office

Limited infrastructure.
Data is usually
replicated at
headquarters

Archival Reference data

. . Characterized by lots
Offsite for disaster G R R A e

recovery utilization rate

2

FC or SCSI
e.g. XP, EVA, MSA, NAS

S-ATA
MSA NextGen, NAS

Tape/Automation

Tape and Optical

Business critical

Bank and exchange
data

Business
operations

Data warehouse,
customer transactions

ouew.lolsd

www.decus.de
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Information and lts Value...

Critical Business Data Critical Operational Data
customer database e-mail
transaction systems financial

product inventory web serving
$$$3$ S5

Non-Critical Data
reference information
archives
$$

nnnnnn

Next Generation
Modular Smart Array

The Serial Technology Revolution
begins...

© 2004 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice
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“50/50” - The Value Proposition e va

“ e e " 50%
What value classification is your data? Reference

‘Data is Data’ ) Data Value Varies

XP XP MSA NextGen
$35/GB $35/GB + $3/GB Save
20TB =$700K | 10TB = $350K 10TB=$30k 2$300K+

(50% active) (50% reference)

EVA | EVA MSA NextGen

25/GB 25/GB B Save
$ ‘ $ + $3/G $100K+
g 5TB = $125K 5TB=$15K

10TB = $250K )
(50% active) (50% reference)

_MSA1000 | ______ MSA1000  MSA NextGe

« : $15/GB - | Save
Buonungreio g $ Buonnuenoo g $15/GB + $3/GB $30K+

5TB=§75K 2.5TB=$38K 2.5TB=$7.5K
(50% active) (50% reference)

LA

Disk-2-Disk Backup & Restore

Three scenarios:

1. Backup and incremental physica
backup’s to MSA drive array tocaton 1
then backup off-line to tape
or optical, on/off-site

Full backup to tape then Lovation 2 D
incremental backup to MSA
drive array Tape Liver

Physical

Backup and restore to/from ocston® %
MSA drive array only (not

recommended for full data protection
solution)

Primary Storage

SATA Solution

Off-site storage

Optical Library

www.decus.de
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But all drives are
not the same are
they?

nnnnnn

No, there is
more to the
system, than
just the
Interface!”

Desktop and Enterprise Drives

© 2004 Hewlett-Packard Development Company, L.P.
The information contained herein is subject to change without notice
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Two classes of disk drives: a3
Built to meet two market requirements

ATA drives are designed to meet ATA Disks: Best Cost-Per-Glgabyte
the needs of PC and consumer $120 |
applications: $100
- Apps demand lowest cost per GB :ﬁﬁ
- Over the past 5 years, the price per $40
GB of ATA drives has been less than $20

half of SCSI drives $

Cost-Per-Gigabyte

(:1’597 1998 1999 2000 2001

[ $/GB ATA Drives B$/GB SCSI Drives

SCSI drives are designed to meet

the need_s of mainstream Servers, SCSI Disks: Best Price-For-Performance

workstations, and RAID storage

applications:

- These apps require the lowest $ per
IOPS and high availability

- Over the past five years, the $ per
IOPS of SCSI drives has been

Price Per IOPS

N . . SCSI Queue Depth = 16
significantly less than ATA drives 0007 1998 1999 2000 2001

W $/IOPS SCSI Drives @ $/IOPS ATA Drives

21/04/2004 43

Disk Drive Design Trade-offs

7200 RPM HDD 10K RPM HDD 15K RPM HDD

RPM

« The higher the RPM, the better the access times due to lower rotational latency
« The higher the RPM, the smaller the media size to maintain power consumption

Media Size

- Larger media provides greater capacity
- Larger media requires a lower maximum RPM to maintain rotational stability
- Larger media means longer seek times due to greater seek distances and smaller magnets

Actuator assembly J

- The larger the actuator, the greater the seek time due to increased inertia

Actuator magnet
- The larger the magnet, the better the seek performance

21/04/2004 24

www.decus.de
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More than Just an Interface: D]

Desktop vs. Enterprise HDDs

Electronics
i, o

Performance & Reliability

Dual Processors
Perf. Optimization

Media  Hd Stack Actuator Electronics
Motor Assy & Misc

Mech. Cmd. Sched. & RPS

Adv. Error Handling
Twice the Firmware

21/04/2004

Fibre Channel vs SCSI ?? [5/3

FC has no significant advantage over

SCSI for Entry Level Configurations! SCSl Bus
if this is an FC drive,

=>» Performance (access time to data) this transfer time
would be 1/2 of this

A Fibre Channel interface does not overcome the black box. Less than
inherent mechanical latencies of a disk 1% ovegall

0.3% overall Performance Gain

Controller
||

D —— _
FC provides no significant advantage over SCSI at
the drive level in entry level configurations

—

21/04/2004 46

www.decus.de
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Rotational Vibration: D]

Enterprise drive reality!

Mutual interference Queve =4
+ Increases the Seek time (track settle)

+ Causes Actuator to Vibrate off track
— Writes need to be aborted
— Reads need to be retried

JBOD

IIK\_JJ

Q/Q/"( (S
A Sesn)

21/04/2004
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HDD Architecture: Key Take away

SCSI & FC — Enterprise Storage

Performance & Reliability
24x7 Reliability, 80-100% duty cycle
Performance & RV limiting features

ATA — Personal Storage

Capacity & Cost
8hrs @ 10% (moving to 30%) duty cycle
Lowest Cost for Bulk Storage

Serial = Scalability of Architecture

SAS=>» SCSi reliability + serial scalability + greater performance
SATA=>ATA reliability + serial scalability

www.decus.de
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Any Questions??

www.decus.de

25



